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Observation and the Emer-
gence of Probability

2.1 INTRODUCTION

In this chapter, I'll explore the philosophical foundations of statis-
tics. I'll trace its evolution from ancient insights developed from
records of observations about natural, economic, and social phe-
nomena to modern methodologies that seeks to find patterns
and reduce uncertainties within the accumulated data. The inter-
section of technological development, record keeping, printing,
mathematical thinking, philosophical reasoning, and practical
problem-solving that gave rise to statistical theory is a fascinating
journey through human intellectual development.

2.2 SCIENCE AS METHODOLOGICAL SYNTHESIS

To expand in this section:

« Integration of multiple epistemological approaches
o Empirical foundation with a rational framework
 Pragmatic validation

« Limitations and scope of scientific knowledge

Having explored various epistemological traditions in § 1.7,
I now turn to how they manifest in scientific practice. Science
draws on empiricist, rationalist, and pragmatic stances and
synthesises them into an approach to finding things out. The
constructivist insights of Kuhn about scientific revolutions and
paradigm shifts add understanding about how scientific knowl-
edge develops, though science maintains stricter standards of
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evidence and verification than general constructivist approaches
would suggest. This synthesis of approaches, combined with
rigorous methodology, gives science its distinctive power as a
way of knowing.

At its heart, science depends on our ability to sense the world.
Our built-in senses were not enough, so we developed tools to
extend them. Microscopes, telescopes, thermometers, and spec-
trometers all enhance our ability to observe and measure. These
tools are the physical embodiment of empiricism, allowing us to
see and quantify what our senses cannot. They are the bridge be-
tween the world and our minds, the means by which we gather
data and test our ideas. However, this has also resulted claims
that science is just another belief system, no different from reli-
gion, mysticism or superstition since it depends on us accepting
things that we sense cannot directly perceive.

2.3 IN TECHNOLOGY WE TRUST

The earliest known paradigm shift brought about by our reliance
on technology to extend our senses likely occurred with the in-
vention of wRITING. The ancient writing systems, such as Sume-
rian cuneiform and Egyptian hieroglyphics, emerged around
3100 BCE. The seeds of statistical thinking were planted long
before formal probability theory emerged. The ancient Egyptians
demonstrated an understanding of systematic data collection.
Early Egyptian scripts primarily served practical purposes such
as regular censuses as early as 3000 BCE, record-keeping for
trade, administration, and taxation. While it may not initially
appear to involve sensory extension in the way a microscope or
telescope does, writing fundamentally transformed how people
interacted with knowledge, perception, and memory. It extended
our minds (a technological prosthetic for memory, in a sense)
and enabled us to experience thoughts, history, and ideas outside
our immediate sensory orbit. The emergence of writing provided
the preconditions for the systematic observation and interpre-
tation of data from rudimentary instruments: it enabled record-
keeping, standardisation, and the accumulation and transmission
of knowledge across generations.

The earliest systematic augmentation of human senses likely
began with simple measuring devices. These early instruments
expanded the empirical toolbox by providing a means to system-
atically quantify and interpret natural phenomena. Empiricism
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as an epistemological stance values sensory observation and data
derived from experience, and these devices extended the reach
of those observations into domains that were previously inacces-
sible or unreliable to the unaided senses.

The Ancient Egyptians’ nilometer measured flood levels
around 3000 BCE. These instruments marked humanity’s first
attempts to quantify natural phenomena rather than merely
observe them. The nilometer allowed for structured observation
of phenomena (flood levels in the Nile, for instance) across time.
By providing a consistent metric to observable phenomena,
they made it possible for proto-empiricists to correlate these
measurements with agricultural yields and it demonstrated the
power of quantification in empirical investigation.

Around around 500 to 400 BCE, the Ancient Greeks devel-
oped the gnomon (a vertical stick that casts shadows) to measure
time and latitude. This simple device was the precursor to the
sundial and it became a standard timekeeping instrument for
centuries. The gnomon’s ability to measure time and latitude was
a significant further step in the development of empirical obser-
vation and quantification of dimensions of experience that are
difficult to perceive directly. It allowed the Greeks to make sys-
tematic observations of the firmament and to develop a more pre-
cise understanding of Earth’s position in space. Likely building
upon this culture of observations of the natural world, AR1sTO-
TLE (384-322 BCE) contributed foundational ideas about logic
and categorisation that would later influence statistical reasoning.
However, it wasn’t until the Renaissance that the mathematical
framework for statistics began to take shape.

Writing and record keeping ensured that knowledge could
be transferred across generations. It had a major limitation, how-
ever: the ability to read and write was held by a miniscule fraction
of the population. It meant that only a small elite could access the
knowledge contained in books, and they often used this knowl-
edge to maintain their power and control over the populace -
and inject their personal interpretation on the knowledge. This
changed with the invention of the printing press.

The Gutenberg press, invented by JOHANNES GUTENBERG
(c.1393-1406 t0 1468) in the mid-15th century (c. 1440), is perhaps
one of the most important and transformative inventions in hu-
man history. It made the written works accessible to more people.
Often credited with sparking the Printing Revolution, it funda-
mentally changed how knowledge was shared and consumed.

Formalisation of logic, 4th
century

Gutenberg press, mid-15th
century
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By introducing the technology of MOVABLE TYPE, Gutenberg’s
press enabled the mass production of books and written materials,
making knowledge accessible to a far greater audience than ever
before. There is an argument to be made that this democratisation
of knowledge was the most significant step in the development
of modern science and the Enlightenment. Initially, however, it
was mainly used for nefarious reasons such as to spread religious
ideas and propaganda. Eventually, useful information also started
to be reproduced, to which Carl Sagan says:

What an astonishing thing a book is. It’s a flat object made
from a tree with flexible parts on which are imprinted lots of
funny dark squiggles. But one glance at it and you're inside
the mind of another person, maybe somebody dead for
thousands of years. Across the millennia, an author is
speaking clearly and silently inside your head, directly to
you. Writing is perhaps the greatest of human inventions,
binding together people who never knew each other,
citizens of distant epochs. Books break the shackles of time.
A book is proof that humans are capable of working magic.

The real revolution in extending our senses began in the Re-
naissance. In 1590, HANS JANSSEN (c. 1570-unknown) and his
son ZACHARIAS (1585/1588-1632/1638) created the first com-
POUND MICROSCOPE in the Netherlands, though it was crude
and mainly a curiosity. The TELESCOPE’s invention followed
shortly after, with multiple claims to its discovery - HANs Lip-
PERSHEY (1570-1619) filed the first patent application in 1608,
though GALILEO GALILEI (1564-1642) quickly improved upon
the design after hearing of the concept.

The most immediate and transformative impact of Galileo’s
work was his confirmation of the heliocentric model proposed by
NicoLAUs COPERNICUS (1473-1543). Before Galileo, the dom-
inant geocentric view, championed by CLAUDIUS PTOLEMY
(c. 100 to c. 170 AD) and reinforced by the Church, held that
Earth was the fixed centre of the universe, with all celestial bod-
ies revolving around it. Copernicus’ theoretical assessment and
Galileo’s support offered by observations of the moons of Jupiter
shattered this assumption. Using his telescope in 1610, Galileo
discovered four moons orbiting Jupiter, which demonstrated that
not everything revolved around Earth. This was a death blow to
the idea of Earth’s unique centrality.

Scientific proof of Copernicus’ heliocentric model was not
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only a scientific breakthrough but also a philosophical and the-
ological one, as it eventually challenged the Church’s authority
and interpretation of the Bible. Eventually, because the Catholic
Church condemned heliocentrism as heretical in 1616. Galileo’s
1632 publication, Dialogue Concerning the Two Chief World Sys-
tems, led to his trial by the Inquisition in 1633, and he was
forced to recant. The Church officially banned heliocentric writ-
ings, stalling widespread acceptance. By the late 1600s, obser-
vational evidence continued to mount in favour of Galileo. Jo -
HANNES KEPLERS (1571-1630) laws of planetary motion and
Isaac NEWTON's (1642-1726/1727) laws of motion and uni-
versal gravitation provided an unassailable theoretical frame-
work supporting heliocentrism. Newton’s Principia Mathematica
(1687) showed that Kepler’s laws could be derived from gravita-
tional theory and this resolved key objections to the heliocentric
model. This solidified the model among the scientific community,
although cultural and religious resistance lingered. The heliocen-
tric model gained near-universal acceptance among astronomers
during the Enlightenment period (from 1680 to 1820, peaking
around 1715 to 1789). Precise measurements of planetary motion,
aided by improved telescopes, further corroborated its predic-
tions. The shift came in 1758 when the Catholic Church quietly
removed Copernicus’s heliocentric works from its Index of For-
bidden Books.

Equally ground-breaking, but less contentious, is the im-
pact of ANTONI VAN LEEUWENHOEKS (1632-1723) refined
microscope. His simple but more powerful single-lens micro-
scopes achieved magnifications up to 275 x and revealed for the
first time the world of microorganisms. In 1676, he discovered
bacteria, which he called animalcules, opening up an entirely
new domain of life to human investigation. ROBERT HOOKE’s
(1635-1703) publication of Micrographia (1665) marked another
milestone. His detailed illustrations of microscopic observations,
including the first description of cells in cork, demonstrated the
power of instrumentation to reveal previously invisible structures
in commonplace objects.

These developments established that scientific instruments
could reliably reveal aspects of reality beyond human perception.
Importantly, these revelations could be independently verified
by others using similar instruments. This verification principle
distinguished scientific observation from religious and mystical
revelation — anyone with the proper instrument could confirm
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the findings.

The development of these instruments also demonstrated
how theoretical understanding and technological capability (ex-
tending the scope of senses which empiricists value) reinforced
each other. Improvements in glass-making and optical theory led
to better lenses; better lenses enabled new observations; new ob-
servations enabled theoretical advances that in turn suggested
improvements to instruments. This feedback loop between the-
ory and technology has been a hallmark of scientific progress
ever since.

This technological trajectory continues with today’s most am-
bitious scientific instruments. The Large Hadron Collider, a 27-
kilometer ring of superconducting magnets beneath the French-
Swiss border, smashes protons together at nearly light speed to
probe the fundamental nature of matter and forces. The James
Webb Space Telescope, positioned a million kilometers from
Earth, peers into the cosmos with unprecedented clarity, cap-
turing infrared light from the universe’s earliest moments. And
LIGO (Laser Interferometer Gravitational-Wave Observatory),
with its exquisitely sensitive laser system spanning kilometers,
detects ripples in spacetime from cosmic collisions that occurred
over a billion years ago. These modern instruments share their an-
cient predecessors’ core purpose: to extend human perception far
beyond our biological limits. They translate quantum mechanics,
gravitational waves, and ancient starlight into data that we can
analyse and understand. This represents not just a quantitative
improvement in our observational capabilities, but a qualitative
leap in how we interact with and comprehend the cosmos.

2.4 FAITH, AND TRUST IN TECHNOLOGY

The formative period of scientific instrumentation established
a fundamental distinction between scientific trust and religious
faith that continues to shape our understanding of knowledge
acquisition. When Galileo invited peers to verify his observations
of Jupiter’s moons, he wasn’t asking for belief. In doing so, he
established a protocol of independent confirmation that would
become central to scientific practice.

When phenomena were independently verified by different
people with independent instruments, their observations contin-
ued to corroborate earlier ones, reliably and predictably. Practi-
cally, empiricists came to trust and value their technology because
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it works consistently. This is the epistemological stance of prag-
matism: truth is what works. Pragmatism prioritises the utility
of a tool over abstract doubts about its ultimate fidelity to reality.
Therefore, empiricists accept instrumentation as a trustworthy
extension of their senses in a manner that does not require faith.

Epistemic coherence further distinguishes trust from faith.
Van Leeuwenhoek’s microscopic observations of bacteria didn’t
exist in isolation: they helped explain fermentation and other pre-
viously mysterious phenomena. Modern scientific instruments
create an interconnected web of evidence, where findings from
different methodologies reinforce each other. When a micro-
scope reveals cellular structures that can be independently ver-
ified through chemical analysis, genetic sequencing, and statis-
tical modelling, we’re not witnessing isolated observations but a
convergence of evidence, not coincidence, that strengthens the
reliability of each method.

Critics who claim “you’ve never really seen an atom” funda-
mentally misunderstand this epistemological foundation at the
core of the scientific method. When we observe atomic struc-
tures through electron microscopes, we're not accepting their
existence on faith. We’re working with instruments whose theo-
retical principles we understand and whose results we can verify
through multiple independent methods. The progression from
Galileo’s primitive telescope to modern space probes represents
an unbroken chain of verifiable observations and cross-validation
techniques.

Empirical calibration provides another stark distinction from
faith-based approaches. We calibrate our instruments against
known standards: a thermometer against water’s phase transi-
tions, a mass spectrometer against known isotopic ratios. This cal-
ibration process ensures our measurements correspond to foun-
dational physical reality.

The most important, and humbling, property of science lies
in its provisional nature. Dogmatic doctrines and the decrees
of elders resist modification. Scientific understanding, on the
other hand, and the instruments that enable it, improves through
criticism and failure. When Galileo’s observations revealed the
limitations of naked-eye astronomy, it sparked an instrumental
revolution rather than a crisis of faith. In fact, the reason science
works is because people get things wrong. This self-correcting
mechanism, where instruments and hypotheses evolve through
rigorous testing and peer review contrasts with faith-based epis-
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temologies’ tendency toward dogmatic preservation.

This process continues with modern instruments. Electron
microscopes, mass spectrometers, or radio telescopes each repre-
sents not just an extension of our senses, but a framework of the-
oretical understanding, practical engineering, and multiple vali-
dation methods. We trust these instruments because they work
within a framework of understanding that’s both theoretically
coherent (rationalism supported by empiricism) and practically
effective (pragmatism).

What emerges is a fundamental difference in the nature of
trust. Religious faith simply asks us to believe despite a lack of ev-
idence or even given contrary evidence. Scientific trust, as exem-
plified by the historical development of instrumentation, builds
on demonstrable reliability, theoretical understanding, and most
importantly, the ability to verify results through independent
means. When we say we trust our scientific instruments, we’re ex-
pressing confidence based on repeated demonstration, not faith
based on unverifiable claims.

The modern laboratory demonstrates this distinction daily.
We calibrate our instruments against known standards, cross-
validate results through different methods, and abandon tech-
niques that prove unreliable. This practical, evidence-based trust
requires no faith - it’s a methodological position grounded in
demonstrable reliability rather than an article of belief.
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2.5 TAMING UNCERTAINTY

In Table 1.2, I intend to show that statistical thought didn’t spring
fully formed out of one canonical text or a single intellectual
movement but instead arose as the product of a long and mean-
dering intellectual journey across human civilisations, centuries,
and disciplines.

Statistics is the product of entwined thinking and practices
across generations of people, including Indigenous folk, philoso-
phers, gamblers, bureaucrats, astronomers, and medics. As such,
I situate the prominent names we might know - Galton, Fisher,
Neyman, Pearson - into a lineage that is neither neatly linear nor
confined to the West. I try to merge various cultural and philo-
sophical traditions, Indigenous and literate, ancient and modern,
and Eastern and Western, to show how they’ve each contributed
something different and sometimes unexpectedly to how we mea-
sure, reason, estimate probabilities, or represent uncertainty. I
want to show the reader that the philosophy underpinning statis-
tical methods is too old, too diverse, and too tangled in human
affairs for anyone to say that it’s merely a by-product of a hand-
ful of European Enlightenment figures. The table’s broad scope,
from ancient Aboriginal environmental monitoring to the devel-
opment of Bayesian analysis in the twentieth century, highlights
that what we call statistics and its philosophical foundations grew
out of basic human impulses: the instinct to notice patterns, to
record and interpret data, to communicate findings through sym-
bolic systems, and to act in the face of uncertainty.

The story of statistics is more than a dry repository of known
truths; instead see it as a saga that began centuries ago and re-
mains incomplete. Our statistical traditions draw from ancient
attempts to count crops, tally soldiers, and predict whether the
next harvest would feed a hungry nation. Those attempts evolved
through debates among Enlightenment thinkers who sparred
about rationality and evidence. They passed through the smoky
dens of gamblers who insisted that randomness had rules and
through the minds of nineteenth-century naturalists who realised
that random variation could underpin the logic of evolution.
With its brief origin stories of statistical concepts, the table tries
to recall that long and tangled history. Every single entry conceals
a drama of human thought. Each theorem’s birth is entangled
with controversies about how we know what we know, how data
might mislead us, how easily we drift into convenient myths about
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causality, and how knowledge never stands still.

I want the reader to notice that the mere presence of numbers
is meaningless without cultural, philosophical, and epistemologi-
cal frameworks to give them interpretive power. Aristotle’s logic,
the mathematical refinements of Indian and Islamic scholars, the
bureaucratic census-taking in ancient China, the ecological sam-
pling of Indigenous groups who integrated observation into oral
tradition, and the modern Bayesian or frequentist debates all ap-
pear as pieces of a mosaic we often overlook. Instead of treating
statistics as if it started when someone invented the p-value, I
would like you to agree that our current notions — confidence in-
tervals, probability distributions, or causal inference — have deep
conceptual roots. The table is structured to show epistemological
schools, overlapping ideas, contexts, and key works. It reveals that
these philosophical underpinnings form a trans-historical con-
versation. Each figure or tradition is cast as a node in a network:
connected to preceding ideas, influenced by cultural pressures,
and forging methods that would later guide scientists, mathemati-
cians, and thinkers.

With Table 1.2, I also want to emphasise the importance of
context. The philosophical ideas that support statistical reason-
ing didn’t arise in vacuums. Instead, these are all outcomes of
dynamic interactions between intellectual environments, societal
needs, and technological possibilities. For instance, Aboriginal
Peoples’ environmental knowledge is not trivial or anecdotal but
provides a rich, empirically tested conceptual framework for inter-
preting data, just not in a form we usually recognise as statistical.
Unfortunately, little, if any, Indigenous knowledge went on to in-
form our interpretation of the world from our vantage within our
Western world perspective. Similarly, Chinese record-keeping,
Enlightenment-era probability debates, and the emergence of
psychometrics in twentieth-century Britain can be seen as at-
tempts to manage, classify, and comprehend the uncertainty and
complexity inherent in human affairs and the natural world.

[Say something about Adolphe Quetelet (1796-1874) and
Francis Galton (1822-1911) and their contributions to some of
the thinking that went on to underpin thinking around eugen-
ics.]

The table is sprawling and ambitious. It tries to break down
the myopia of thinking that modern statistical practices are sim-
ply mathematical formulas discovered by a handful of nineteenth
and twentieth-century Europeans. Modern statistics are deeply
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entangled with philosophy, ethics, power dynamics, and cultural
lenses. Including figures concerned with social justice, data ethics,
and algorithmic fairness, like Ruha Benjamin and Cathy O’Neil,
shows that this story hasn’t reached a neat endpoint. We're still
wrestling with what data, probability, and inference mean in
moral, social, and political terms. Modern debates about repro-
ducibility, p-values, Bayesian priors, or machine learning fairness
can be understood not as academic quibbles but as the latest chap-
ters in a far longer story about what we come to believe we can
know something about reality and how we justify the methods
that lead us there.

Table 1.2 isn’t a comfortable, simplistic narrative. The story of
statistics is the story of human curiosity, human fallibility, and hu-
man ingenuity. It mingles philosophical discourses about knowl-
edge and truth into practical, everyday applications of science
(which, by nature, tends to remain accessible only to scientists).
In this view, statistics is a practical extension of our desire to un-
derstand the world, to predict the future, and to make decisions
in the face of uncertainty. At the core of statistics is also our story
about taming uncertainty.

Ultimately, the act of making sense of numbers that represent
uncertain truths tells a story of us, humans. We have never ceased
trying to reduce the world’s wildness to something we can reason
with. It’s about our stubborn refusal to remain silent in the face
of uncertainty, our insistence that we can always try one more
time to bring the haze of randomness into sharper focus.

2.6 THE PRE-MODERN ERA

Historical Context: Statistical thought during the Pre-Modern Era
(ancient times to the 1600s) is embryonic and forms from
applications rather than the need for formalised theory. Early
contributions are predominantly from civilisations like the
Babylonians, Egyptians, Greeks, Indians, and Chinese, focusing on
census-taking, record-keeping, and basic arithmetic for trade,
taxation, and governance. Philosophical discussions of uncertainty
and chance begins with figures like Aristotle, who consider
randomness within a teleological framework. Indian scholars, such
as those contributing to the Sulba Sutras, explores combinatorial
methods, while ancient Chinese thinkers apply proto-statistical
reasoning in population management and prediction. However,
systematic treatments of probability or inference are absent, as
these are seen as secondary to deterministic and theological
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worldviews.

Key Themes:

+ Development of numerical systems and record-keeping (e.g.,
censuses, trade tallies).

+ Proto-statistical applications in governance, astronomy, and
resource management.

« Early philosophical considerations of randomness, chance, and
uncertainty, primarily in the context of metaphysics and ethics.

+ Influence of combinatorics in India and China without formal
links to probability.

2.6.1  Non-Western Influences

The development of sophisticated systems of logic and infer-
ence in the East appears to have unfolded independently of ear-
lier Greek influences. Establishing when Western ideas began to
shape Indian philosophical thought remains challenging, though
plausible scenarios arise from historical interactions. The initial
seeds of such exchanges may have been planted during the Greco-
Indian cultural contact following Alexander the Great’s incursion
into northwestern India in the 4th century BCE. However, the
immediate influence was more artistic and cultural than philo-
sophical. Greek and Buddhist ideas merged later, particularly in
the Greco-Buddhist art of Gandhara, which flourished between
the 1st century BCE and the 1st century CE. This artistic synthe-
sis reflected shared aesthetic principles rather than a profound
epistemological exchange.

Greek logic, exemplified by Aristotle’s reasoning, shares in-
triguing parallels with Indian traditions like Nyadya, both of which
emphasised systematic inquiry and structured argumentation.
By the time India had developed a mature framework for episte-
mological thought, however, these interactions were historically
remote, their influence faint and mediated through multiple lay-
ers of cultural integration rather than any direct transmission.
Greek philosophical concepts likely reached Indian thought indi-
rectly, via Hellenistic centres like Alexandria and through trade
and scholarly exchanges.

Conversely, Indian philosophical traditions, particularly Bud-
dhism, also exerted influence on the Hellenistic world. This sug-
gests a bidirectional cultural dialogue rather than a unidirectional
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transmission of ideas. Yet, the precise extent to which this ex-
change shaped Indian philosophy remains uncertain. What is
clear is the complex interplay of intellectual traditions across
time and space, where cross-cultural interactions enriched but
did not dominate the independent evolution of philosophical
systems in either region.

In 7th-century India, DHARMAKIRTI (fl. ¢. 600-670 CE)
emerged as a influential thinker in Indian philosophy, particu-
larly within the Pramaa school, which focused on the means of
acquiring valid knowledge. His intellectual sphere was shaped by
debates among Buddhist and non-Buddhist schools of thought,
particularly within monastic universities like Nalanda, which
were hubs of philosophical inquiry. Dharmakirti followed and
extended the work of DIGNAGA (c.480 to c.540 CE), an ear-
lier Buddist philosopher and logician who had systematised
the study of perception and inference as instruments of valid
knowledge (pramda). Dharmakirti refined these ideas, develop-
ing a framework in which truth-claims could be rigorously tested
against structured criteria for reliability. His focus on inference
(anumana) as a means to distinguish between reliable and unre-
liable cognition represented a significant advancement in Indian
epistemology.

In Dharmakirti’s writing like the Pramaavarttika, he insists
that cognition must be both reliable and justified resonates with
the universal challenge of distinguishing signal from noise, truth
from illusion. His elevation of anumana to a rigorous standard
set a benchmark for logical scrutiny, influencing later Indian, Ti-
betan, and East Asian Buddhist scholars. His methods laid the
foundation for centuries of philosophical debate and intellectual
discipline in Buddhist epistemology, providing a systematic ap-
proach to vetting evidence and imposing constraints on reason-
ing.

There is no evidence of the direct, traceable influence of Dhar-
makirti’s thinking on the Western development of statistical phi-
losophy and practice. For a direct impact to have occurred, there
would need to be evidence of Dharmakirti’s works being trans-
lated into European languages and being studied by the key fig-
ures in the development of statistics during the relevant period.
There is no such evidence. The interaction between Buddhist
thought and Western philosophy occurred later, primarily in the
19th and 20th centuries, after the foundational stages of statistical
theory were laid down.
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The conceptual overlap between Dharmakirti’s system of
logic, rooted in the Indian Buddhist tradition, and that of Greek
thinkers, despite a lack of direct historical links, suggests a univer-
sal human preoccupation with distinguishing reliable evidence
from illusion. This parallel, more a philosophical analogy than
a historical reality, highlights how both cultures independently
grappled with codifying principles of reasoning and understand-
ing the limits of human knowledge, reflecting a broader conver-
gence in human thought. Dharmakirti’s insistence on criteria for
valid inference, his principled approach to classifying knowledge,
and his questioning of evidence reliability resonate deeply with
contemporary notions of rigorous evidence and the need for reli-
able inferential practices, much like those found in modern statis-
tical methodology. Just as statistics today insists on standards for
hypothesis testing and confidence in results, Dharmakirti sought
to tease out what could legitimately be concluded from given
data or premises. This spirit of his work, emphasising structured
inference and careful justification as cornerstones of knowledge-
building, anticipates the philosophical essence of modern sta-
tistical inference and influenced future Buddhist logicians and
philosophers. While any direct connections to Greek thought re-
main speculative, Dharmakirti’s legacy, akin to Aristotle’s, forms
part of the distant philosophical background supporting the idea
that rule-governed reasoning processes are essential for under-
standing reality. It highlights the richness and internal evolution
of Indian epistemology and the universality of humanity’s engage-
ment with truth, logic, and uncertainty.

Dharmakirti’s work remains influential in Buddhist philoso-
phy today, particularly within Tibetan Buddhism. His impact is
far-reaching and ongoing, essentially independent of but parallel
with Western thinking.

2.6.2  Western Influences

The intellectual tradition of Ancient Greece was shaped by the
pre-Socratic philosophers, who laid the foundation for systematic
inquiry. They were succeeded by Socratic and Platonic thought,
which further enriched the philosophical exploration of ethics,
metaphysics, and epistemology. The pre-Socratics, active from
the 6th century BCE, were primarily concerned with the nature of
the cosmos and the principles underlying existence. ThALES OF
MILETUS (c. 626/623 to c. 548/545 BCE), ANAXIMANDER (c.
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610 to c. 546 BCE),and HErRAcL1TUS (fl. ¢. 500 BCE) explored
natural phenomena, positing fundamental elements like water,
the boundless (apeiron), or fire as the building blocks of reality.
They pioneered a transition from mythological explanations to
rational speculation, seeking principles of order in the natural
world.

The Sophists, who flourished in the 5th century BCE, intro-
duced a focus on rhetoric and the art of persuasion, reflecting
the democratic and legalistic culture of Athens. People such as
PrRoTAGORAS (c. 490 to c. 420 BCE) and GORGIAS (c. 483
to c. 375 BCE) questioned the possibility of absolute truth and
emphasised relativism and the power of language to shape per-
ception and argument. While they valued practical success in the
debate over systematic philosophy, their methods continued to
influence the structure of logical reasoning.

Responding to the Sophists, SOCRATES (c. 470 to c. 399
BCE) redirected philosophy towards ethical and epistemological
questions. His dialectical method sought to uncover universal
truths through persistent questioning, a technique that shaped
his student Plato. PLATO (c. 428/423 to c. 348 BCE) advanced
a comprehensive metaphysical system centred on the theory of
Forms - ideal, immutable archetypes that underlie the mutable
physical world. He explored the nature of knowledge, justice, and
reality in writings like The Republic and Phaedo. Plato was the
founder of the Academy as a formal institution for philosophical
inquiry.

ARISTOTLE (384-322 BCE) was a student at the Academy
in Athens during the 4th century BCE. The city-state was rich
with philosophical, political, and artistic discussions, the hub of
intellectual and creative endeavour in Ancient Greece. The intel-
lectual paradigm® at the time was shaped by Plato’s Academy, the
rhetoric shaped by the Sophists, and the great Library of Alexan-
dria was established around the same time. Scholars concerned

1. The word paradigm originates from the Greek word m a p X/ § € 1
Y W a (paradeigma), meaning pattern, model, or example. In ancient Greek,
paradeigma was used broadly to refer to examples, archetypes, or models that
served as points of reference in rhetoric, logic, and other disciplines. In the
20th century, Thomas Kuhn redefined the term in The Structure of Scientific
Revolutions (1962) to describe the set of practices, assumptions, and conceptual
frameworks that define a scientific discipline at a particular time. For Kuhn,
paradigms are not just theories or models but comprehensive worldviews that
guide how scientists interpret data, conduct experiments, and understand their
field.
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themselves with the organisation and preservation of knowledge,
complementing Aristotle’s emphasis on systematic classification.
In works such as Organon (which includes Categories and Prior
Analytics, written c. 350 BCE) and Metaphysics (c. 340 BCE), Aris-
totle sought to categorise all aspects of the natural and intellec-
tual world. He systematically developed his ten praedicamenta
(categories),” a labour for which he employed structured logical
principles to define concepts, categorised entities, and evaluated
arguments. Unlike the more speculative stances of his predeces-
sors, his approach emphasised the necessity of orderly reasoning
and structured inquiry.

In Metaphysics, Aristotle’s conviction that one’s knowledge
and understanding of the fundamental nature of things must be
grounded in irreducible principles derived from the systematic
classification:

The most certain principle of all is that regarding which it is
impossible to be mistaken; for such a principle must be both
the best known (for all men may be mistaken about things
which they do not know), and non-hypothetical. For if the
principle is unknown, the conclusion also will be unknown.

Aristotle’s insistence on a systematic approach, alongside his
belief that knowledge must be derived from observable patterns,
definitions, and consistent rules, laid the foundation for disci-
plines that would later rely on structured inference from data.
His Categories is an early effort to classify all entities based on
their essential attributes. This framework has remained relevant
across the subsequent centuries of intellectual development.

Modern statistical practice does not directly trace its lineage
to Aristotle’s writings on categories and analytic reasoning —

2. The praedicamenta are substance, quantity, quality, relation, place, time,
position, state, action, and passion. An example of Artistotle’s systematic
approach to classification is his Scala naturae (Great Chain of Being), which
organises living organisms into a hierarchical structure based on their perceived
complexity and purpose. He situated all natural entities (itself placed within
the praedicamentum of ousia, or substance) within a continuum of increasing
perfection. At its foundation lay inanimate matter and simple forms of life,
such as plants, which Aristotle described as possessing only the nutritive soul
necessary for growth and reproduction. Above them were animals with the
capacities for sensation and movement, and at the apex was humans, defined by
their rational soul and ability for intellectual contemplation. The Scala naturae
is a biological taxonomy and a philosophical model that permeates an inherent
order and purpose into the natural world.



102 THE RENAISSANCE

statistics, as we know it today, would not emerge for another
two millennia. However, the fundamental statistical tasks of data
classification, controlled comparisons, and structured, rational ar-
gumentation reflect Aristotle’s logical principles. The next signifi-
cant revival and application of Aristotelian ideas can be observed
during the Renaissance, particularly in the work of Girolamo
Cardano, whose contributions we will explore in a later section.

As logic was refined through the Scholastics, the Renaissance
and Enlightenment, and formalisation in the 20th century, Aris-
totle’s system became a cornerstone intellectual ancestor to the
logical framework underpinning inference in statistics and, in
fact, all of science. Statistical models, hypothesis tests, classifica-
tion methods, and inference all bear the conceptual imprint of
Aristotle’s legacy: knowledge expects structure, consistency, and
careful reasoning to help us comprehend a complex and data-rich
world.

2.7 THE RENAISSANCE

Historical Context: The Renaissance (14th to 17th centuries)
shows a reawakening of intellectual curiosity. There as a blending
rediscovered classical knowledge with innovations in art, science,
and mathematics. Statistical thought begins to emerge more
distinctly, a requirement by the growth of trade, exploration, and
governance. The growing use of quantitative data for practical
purposes (e.g., maritime navigation, taxation) lays the groundwork
for more formalised statistical thinking. Thinkers like Gerolamo
Cardano explore probability through games of chance, introducing
early ideas about risk and uncertainty. Meanwhile, the study of
astronomy and physics during this period begins to adopt
systematic measurement, implicitly requiring frameworks for
handling error and variability.

Key Themes:

+ Quantitative approaches to governance and trade data (e.g.,
mercantilism, population statistics).

« Theintroduction of probability as a formal concept through
studies of gambling and chance (e.g., Cardano’s Liber de Ludo
Aleae).

+ Increasing emphasis on empirical observation in scientific
inquiry.

+ Practical application of proto-statistical techniques in navigation,
finance, and taxation.
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During the Medieval Period (c. 500-1500 CE), European thought
was heavily influenced by Aristotelian scholasticism and theology,
which often relied on deductive reasoning and authority — both re-
ligious and classical - as the foundation for knowledge. While this
framework valued logical consistency, it remained shackled to the
rigid adherence to tradition and doctrinal interpretations. The Re-
naissance era followed with a dramatic shift in thought. Scholars
of the time aimed to surpass the limitations of medieval scholasti-
cism by adopting a more empirical and human-centered perspec-
tive. The introduction of the movable type printing press around
1450 transformed the distribution of written materials and sped
up the sharing of ideas, facilitating Europe’s shift from the Middle
Ages to modernity. The increased availability of printed books
renewed an interest in ancient Greek and Roman knowledge and
catalysed an intellectual revival throughout the continent. At the
same time, trade and exploration broadened cultural perspectives.
Intriged, scholars wove non-European knowledge systems into
the Renaissance intellectual framework. These changes created a
rich atmosphere for innovation that stretched the frontiers of in-
quiry and cultivating a more interconnected and comprehensive
worldview.

GiroLAMO CARDANO (1501-1576) was an Italian poly-
math from the 16th century and one of the most influential math-
ematicians of the Renaissance. Italy’s growing prominence as a
centre of trade and commerce necessitated advancements in mer-
cantile mathematics. The dynamic Renaissance milieu prepared
Cardano to develop novel approaches to understanding the un-
predictable, which entailed blending theoretical abstraction with
practical concerns. A practising physician and avid gambler, Car-
dano’s intellectual curiosity spanned diverse fields, driven by his
desire to reconcile his professional work with his interest in games
of chance. Aristotle’s influence on Cardano is evident in his ex-
plicit references — for instance, in De Subtilitate (1550) — as well as
in the methodological parallels between their work. Embedded in
an intellectual milieu where in Aristotelian thought was actively
taught, Cardano critiqued and adapted these ideas to confront the
emerging challenges of Renaissance science and mathematics.

Cardano’s most direct contribution to what would eventually
become probability theory, and thereby indirectly to statistics,
lay in his attempt to formalise the idea of chance events within
a game-theoretic framework. His Liber de ludo aleae (Book on
Games of Chance), written in 1564 and published posthumously
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in 1663, outlined an early systematic approach to analysing uncer-
tainty. In this treatise, Cardano systematically enumerated possi-
ble outcomes to quantify odds of fair wagers, allowing him to for-
malise rational gambling strategies and introduce concepts such
as expected value and fairness in games. His idea that rational
reasoning, rules, and calculation could guide decision-making
under uncertainty defined his thinking. He wrote, “Superstition
blinds the gambler; reason unveils the truth of the dice.”

Cardano’s work did not convince him that his assessment of
chance could eliminate risk to the extent that gambling would
become a worthwhile pursuit, saying “The greatest advantage in
gambling lies in not playing at all.” Yet, Cardano’s legacy is the
tradition of a rational study of chance phenomena and signifies is
a sharp departure from mystical, superstitious, or divine interpre-
tations of chance. His influence on future thinkers is not through
direct mentorship but as a precursor to developments in proba-
bility by Pierre de Fermat, Blaise Pascal, Christiaan Huygens, and
Jacob Bernoulli’s during the Scientific Revolution.

2.8 THE SCIENTIFIC REVOLUTION

Historical Context: The Scientific Revolution (mid-16th to the
early 18th century) results in a paradigm shift around how
uncertainty and evidence are understood. Mathematical reasoning
becomes embedded into empirical science. Probability emerges as a
formal discipline, driven by individuals like Pascal and Fermat, who
explore risk and randomness in the context of games of chance.
Jakob Bernoulli’s Law of Large Numbers provides a theoretical
foundation for linking probability with long-term stability in random
processes. Simultaneously, advances in astronomy and physics, by
early scientists like Kepler, Galileo, and Newton, encourage the
systematic treatment of measurement error and the beginnings of
statistical inference. The era’s overarching focus on quantifiable
natural laws begins integrating probabilistic thinking into scientific
inquiry.

Key Themes:

« Formalisation of probability theory (e.g., Pascal and Fermat’s
correspondence, Bernoulli’s Law of Large Numbers).

« Systematic treatment of observational error in astronomy and
physics (e.g., Galileo’s methods for mitigating observational
bias).

+ Early exploration of the relationship between randomness and
determinism.
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+ Integration of mathematical frameworks into empirical science,
setting the stage for later statistical developments.

The Scientific Revolution shifted the trajectory of the intellectual
foundation in Europe with a decisive departure from the me-
dieval philosophical and religious framework. During the Mid-
dle Ages, chance tended to be seen as a mystical or divine force.
Practices such as tossing knucklebones were accepted as a viable
means to tame chance, but by the mid-16th century, these ap-
proaches were increasingly considered inadequate. People wished
to position themselves with greater autonomy and less subject
to the whims of gods and nature. The paradigm shift prioritised
observation, experimentation, and inductive reasoning over the
unquestioned reliance on received wisdom and placed a scientific
worldview on knowledge production. New methods were devel-
oped to investigate natural phenomena and quantify uncertainty,
mirroring the broader cultural shift from passively accepting na-
ture’s mysteries to actively investigating its underlying patterns
and laws.

Thus, by the mid-16th century, mathematical reasoning and
empirical observation began to replace Aristotelian natural phi-
losophy and ecclesiastical authority as dominant modes of in-
quiry.? The shift toward a scientific method, approaching how it
is practiced today, integrated several key epistemes: rationalism
(§ 1.7.3), which prioritised deductive reasoning and theoretical
models; empiricism (§ 1.7.2), emphasising observation and evi-
dence; and pragmatism (§ 1.7.4), focusing on practical applica-
tions and outcomes.

This transformation commenced with Nicolaus Copernicus’s
heliocentric model of the solar system, published in 1543, a pinna-
cle of rationalist abstraction (§ 2.3). It continued with Johannes
Kepler, who combined rationalist mathematical models with em-
pirical observations to formulate the laws of planetary motion.
Galileo Galilei bridged empiricism and pragmatism by estab-
lishing the foundations of mechanics and observational astron-
omy through systematic experimentation. Meanwhile, Francis Ba-
con advanced empiricism by systematising the scientific method,
making a case for the importance of inductive reasoning based

3. Aristotelian thought remained influential in some areas, such as biology,
well into the 17th century, as did ecclesiastical authority, especially in broader
social and religious contexts.



106 THE SCIENTIFIC REVOLUTION

on direct observation and experimentation.

The development culminated with Isaac Newton, whose Prin-
cipia Mathematica (1687) unified terrestrial and celestial physics
under a integrated framework of universal mathematical princi-
ples, embodying the Enlightenment’s trust in rationalism while
grounding his theories in empirical evidence and addressing prag-
matic concerns about the natural world.* This intellectual con-
vergence set the stage for modern scientific practice, balancing
theoretical refinement with empirical precision and practical rel-
evance. The Scientific Method was established.’

The scientific method altered humanity’s understanding of
our place in the universe and introduced deep implications and
opportunities. Opportunities for application of the empiricist
and rational epistemes extended beyond scientific advancement
alone. The transition from scholastic disputation to experimental
verification, from qualitative to quantitative analysis, and from
appeals to ancient authority to direct observation established the
foundations of modern scientific thought. These paradigmatic
changes reverberated across society, shaping philosophy, religion,
and politics, and ultimately contributing to the intellectual forces
of the Enlightenment.

The Scientific Revolution represents more than a collection
of discoveries; it signifies a fundamental reframing of human-
ity’s relationship with the natural world, with knowledge, and the
means of understanding through reason and systematic investi-
gation. This intellectual climate encouraged the exploration of
existential questions that had perplexed humanity for millennia,
particularly those surrounding chance and uncertainty. The new
focus on risk and the potential for practical solutions to emerging
challenges paved the way for modern statistical thinking, show-
ing that even seemingly random phenomena could be subjected

4. Newton’s Principia was the capstone of the revolution but did not immedi-
ately replace older models; Aristotelian physics persisted in some contexts.

5. The evolution of science as a concept mirrors broader shifts in intellectual
history. Derived from the Latin scientia (knowledge), the term initially encom-
passed any systematic body of knowledge in medieval discourse, including
theology and philosophy. By the 17th century, a decisive transition occurred
as natural philosophy gradually gave way to science and emphasised empiri-
cal observation and mathematical reasoning. Newton’s Principia Mathematica
(1687) exemplified this transformation and established mathematical physics
as a paradigm for systematic inquiry. The modern distinction between science
and other forms of knowledge crystallised in the 19th century, notably when
William Whewell (1794-1866) coined scientist in 1834 to distinguish empirical
investigators from philosophers and theologians.
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to systematic analysis.

And so enter PIERRE DE FERMAT (born between 1601 and
1607 and died in 1665) and BLAISE PASCAL (1623-1662), central
actors in the history of mathematics and the early development of
probability theory during this era. Fermat, a magistrate passion-
ate about mathematics, and Pascal, a polymath equally adept at
theology, philosophy, and mathematics, collaborated on pursuing
logical rigour. Their combined efforts and individual contribu-
tions laid the foundation for probabilistic reasoning, a legacy that
set the course for the development of modern statistics as prac-
tised today.

The key collaboration between Fermat and Pascal came in
1654 when they addressed the problem of points, a mathematical
question about fairly dividing stakes in an interrupted gambling
game. This exchange — conducted via letters rather than formal
publications, as was customary among European scholars at the
time — introduced methods to calculate the likelihood of uncer-
tain outcomes. They enumerated all possible outcomes of chance
events from which they estimated the relative frequencies of the
outcomes. Conceptually, this continued the shift away from mys-
tical and superstitious views of chance — following on from the
earlier inquiry by Girolamo Cardano - toward a logical frame-
work that treated randomness as subject to mathematical analysis.
In doing so, Fermat and Pascal conjectured on rational methods
to assess uncertainty in diverse contexts such as commerce, navi-
gation, and games of chance, laying the foundation for modern
probability theory.

Fermat was influenced by Euclid’s deductive geometry and
Frangois Viete’s algebraic innovations. He developed a logical
abstraction of practical problems related to risk quantification
in areas such as mercantile economies, international trade, and
the growing significance of gambling as both a leisure activity
and a practical concern. Consequently, Fermat’s emphasis on
logically enumerating possibilities became a defining aspect of
probabilistic thought.

Pascal’s contributions to this framework were complementary
and extensive, and he frequently ventured into philosophical and
theological domains. While his collaboration with Fermat was
instrumental in shaping the mathematical foundations of proba-
bility, Pascal’s achievements demonstrated the widespread utility
of probabilistic reasoning. His Pensées, published posthumously
in 1670, introduced Pascal’s Wager, which argued for belief in
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God based on weighing potential risks and rewards under uncer-
tainty. Although theological, this reasoning anticipated principles
of modern decision theory and showed that probabilistic think-
ing could extend beyond mathematics to encompass existential
and moral questions. Pascal also advanced combinatorial mathe-
matics through his work on the arithmetic triangle (now known
as Pascal’s Triangle), which provided tools for calculating proba-
bilities that remain fundamental to statistical theory.

JoHN GRAUNT (1620-1674) is sometimes acknowledged as
the founder of statistical thought, and hence deserves a mention
in the philosophy of statistics. Graunt was a haberdasher - a free-
man in the Drapers’ Company, the haberdashers’ guild — with
a side project in studying London City’s death register. Graunt’s
Natural and Political Observations Made upon the Bills of Mortal-
ity (1662) is widely regarded as the first systematic application
of statistical reasoning to demographic data, marking the begin-
nings of what we now consider central statistics and population
studies.

Graunt’s approach to records of observations is vastly differ-
ent from earlier systematic data collection practices, such as those
of the ancient Egyptians, in several key ways. While the Egyp-
tians demonstrated an understanding of record-keeping and ad-
ministrative data collection (such as censuses for taxation and
governance purposes), their efforts were largely descriptive and
pragmatic, aimed at cataloguing and managing societal functions
(§ 2.3). Graunt, by contrast, introduced a major leap in the pro-
cessing of quantitative data: he used data (empirical observation)
not only to describe but to infer and uncover patterns (systematic
data analysis), an early example of inductive reasoning in statisti-
cal thinking applied to understanding societal phenomena. He
wished to analyse mortality records systematically to derive in-
sights about population dynamics, disease patterns, and social
health. Unlike earlier uses of data, Graunt wanted to identify
underlying regularities in seemingly random phenomena, such
as seasonal mortality rates or urban-rural differences in health
outcomes. This inferential approach was the beginning of demo-
graphic and epidemiological analysis and linked his work directly
to the philosophical roots of statistical inference.

Another distinction from earlier studies of collected data
lies in Graunt’s treatment of uncertainty and randomness. Ear-
lier record-keeping systems focused on static enumeration but
Graunt implicitly recognised that patterns in aggregate data could



OBSERVATION AND THE EMERGENCE OF PROBABILIIOY

emerge even in contexts where individual outcomes were unpre-
dictable. This insight derived from extracting explanatory trends
from sets of data was foundational to later developments in sta-
tistical theory and its application to probability.

While not a philosopher, John Graunt’s pioneering empha-
sis on data analysis over speculation firmly places him within
the empiricist and proto-positivist traditions. His examination
of the Bills of Mortality grounded knowledge in observable phe-
nomena. This work served practical purposes by informing city
planning, public health initiatives, and economic understandings
of population dynamics. Graunt’s focus on using data to generate
actionable insights aligns with the pragmatic tradition’s emphasis
on the practical consequences of knowledge.

The story of probability continues in the Dutch Republic with
CHRISTIAAN HUYGENS (1629-1695), a polymath in mathe-
matics, physics, and astronomy. There, global trade and maritime
exploration powered commerce, scientific curiosity, and intellec-
tual freedom. Empirical science was practised alongside rational-
ist philosophy, and questions about chance continued to influ-
ence academic discussions. Cargo ships faced uncertain voyages,
necessitating merchants and insurers to find a way to rationally
quantify these risks. Furthermore, games of chance, popular as
they have been throughout human history, provided additional
opportunities for exploring probability, just as they did for his
predecessors.

Within this societal and cultural backdrop, Huygens contin-
ued to address concerns around chance and probability, reacting
to the period’s growing thinking that rational inquiry and mathe-
matics could solve practical problems about uncertainty and risk.
Building on earlier conjectures of Cardano, Pascal, and Fermat,
Huygens formalised their ideas in De Ratiociniis in Ludo Aleae
(On Reasoning in Games of Chance) in 1657 and, in doing so, cre-
ated the first published treatise on probability theory that could
be applied to real-world situations.

The expected value concept is at the core of De Ratiociniis,
a principle that quantifies the weighted average of possible out-
comes based on their probabilities. This was a revolutionary in-
sight for Huygens: uncertainty can be quantified and dismantled
using logical analyses, and our expectations managed through
rational calculation. He demonstrated that systematic calculation
could impose structure and guide decisions in scenarios dom-
inated by randomness, whether in gambling or financial spec-
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ulation. Though Huygens’ work focused on probability rather
than statistics in the modern sense, his philosophical influence
continues to echo through statistical thought. His work provided
a foundation for later advances in hypothesis testing, decision
theory, and statistical modelling.

Swiss theologian and mathematician JACOB BERNOULLI
(1655-1705), whose Ars Conjectandi (The Art of Conjecturing)
was posthumously published in 1713, built directly on Huygens’
foundational ideas. He acknowledged Huygens’ contributions
in the preface of his work and even included a commentary on
De Ratiociniis in Ludo Aleae. Bernoulli expanded the scope of
probability theory beyond games of chance, applied it to broader
contexts like economics and life expectancy, and deepened the
philosophical implications for how we come to understand the
natural and social world. His most significant contribution in Ars
Conjectandi was the Law of Large Numbers.

The Law of Large Numbers states that, given enough trials, the
relative frequencies of events converge towards their actual prob-
abilities. This insight, which may seem obvious to scientists today,
provided a theoretical foundation for deriving reliable knowledge
from empirical observations. For Bernoulli, the Law of Large
Numbers represented a philosophical principle that knowledge,
while contingent and uncertain in any single instance, could be-
come increasingly precise when aggregated over a greater number
of observations. He remarked, “The more observations taken, the
less the danger of deviating from the truth.” Through this state-
ment, Bernoulli asserted that probabilistic reasoning served as
an epistemic tool for guiding human inquiry, narrowing uncer-
tainties, and broadening human understanding.

Philosophically, Bernoulli’s insights addressed the limitations
of human knowledge and highlighted that uncertainty is an in-
escapable condition of our attempts to describe and comprehend
the world. Rather than succumbing to scepticism, he trusted the
power of reason and careful observation to refine understand-
ing over time. His law of large numbers exemplified this trust
in the cumulative power of inquiry and demonstrated how reli-
able patterns emerge from randomness. Ars Conjectandi shaped
the trajectory of probability and statistics for generations after
Bernoulli into the Enlightenment Era.
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2.9 THE ENLIGHTENMENT

Historical Context: Duringthe Enlightenment (late 17th to the
early 19th century), statistical ideas, rooted in proto-statistical
practices of counting, measurement, and observational
record-keeping, begin to coalesce into more structured theoretical
and philosophical frameworks. This period expands the
philosophical underpinnings of statistical thought, embedding
probabilistic reasoning into a broader intellectual advancement that
favoured reason and empiricism. Scholars like Pierre-Simon Laplace
formalise probability as a measure of rational belief and provids a
conceptual framework for addressing uncertainty and philosophical
challenges to induction posed by philosophers like David Hume. The
application of statistical methods to societal problems, such as
Adolphe Quetelet’s concept of the average man, reflects the
Enlightenment’s wish to improve human affairs through quantitative
analysis. Meanwhile, the development of techniques like the method
of least squares shows how mathematical precision and empirical
application become intertwined, with immediate and
transformative impacts in fields such as astronomy and geodesy.

Key Themes:

+ Philosophical foundations of probability as a tool for reasoning
under uncertainty (e.g., Laplace’s Bayesian approach).

+ The statistical study of human and societal phenomena (e.g.,
Quetelet’s social physics).

+ Emergence of inferential frameworks addressing error and
variability in measurements (e.g., Laplace’s work on least
squares).

+ Integration of statistical thinking with Enlightenment ideals of
rationality, empiricism, and human progress.

The Scientific Revolution’s legacy matured during the late 17th
and early 18th centuries, and individuals such as Isaac Newton
and Gottfried Wilhelm Leibniz advanced the mathematical and
philosophical frameworks underpinning the period’s intellectual
essence. The rise of academies, the proliferation of printed texts,
and the increasingly international exchange of ideas stimulated
new scientific disciplines. It was an an era of reason, empiricism,
and widening scientific exploration - everything opened to ratio-
nal and sceptical scrutiny. Within this setting, the field of probabil-
ity reflected society’s continuing and growing interest in quantify-
ing uncertainty, whether in commerce, insurance, or navigation.
These developments underscored the Enlightenment scholars’
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trust that reason would tame the unpredictable.

ABRAHAM DE MOIVRE (1667-1754) lived and worked dur-
ing the Enlightenment. Exiled to England in 1685 due to the re-
vocation of the Edict of Nantes, de Moivre’s Huguenot heritage
and outsider status shaped his intellectual journey. Despite lim-
ited recognition in a society that often undervalued foreign tal-
ent, he entered the elite scientific circles of Isaac Newton and
EpmMoND HALLEY (1656-1741), whose ideas profoundly influ-
enced his work. The era’s interplay between practical needs, such
as risk assessment in emerging financial markets, and theoreti-
cal advancements stimulated de Moivre to continue formalising
key probabilistic concepts. His work was grounded in personal
hardship but exemplifies the Enlightenment ethos: applying ra-
tional inquiry to universal problems, transcending national and
religious boundaries to lay the foundations for modern statistical
reasoning.

De Moivre’s most significant contributions to the philoso-
phy of statistics arise from his seminal work, The Doctrine of
Chances (1718), which remains a foundational text in the evolu-
tion of probability theory. Building on earlier insights from Pas-
cal, Fermat, and Bernoulli, de Moivre expanded the mathematics
of chance into new theoretical realms, and provided practical
tools for analysing probabilistic phenomena. His work united ab-
stract mathematical reasoning with applications, particularly in
the emerging fields of insurance and finance. This dual focus cap-
tured the Enlightenment ideals of aligning theory with practice
and shed light on the uncertainties of commerce, science, and
everyday life.

At the heart of de Moivre’s contributions lies his early articu-
lation of the normal approximation to the binomial distribution.
In later editions of The Doctrine of Chances, he demonstrated that
probabilities for sums of independent random variables approx-
imate a bell-shaped curve as the number of trials increases - a
result now recognised as a precursor to the Central Limit Theorem.
De Moivre’s approach was limited by the computational tools of
his time, but it was impactful: it revealed a mathematical order
underpinning the apparent chaos of random events. He showed
that the normal distribution emerged naturally in probabilistic
contexts, thus providing a theoretical bridge between individual
randomness and collective stability. This central insight continues
to underpin statistical inference.

De Moivre’s work on the normal distribution owes its exis-
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tence to his engagement with Bernoulli’s Law of Large Numbers.
He aimed to refine and extend Bernoulli’s insights, exploring
how probabilistic patterns emerge from repeated trials and ag-
gregated variations across populations. He noted in The Doctrine
of Chances:

Although chance produces irregularities, in a long sequence
of events it obeys certain fixed laws. The larger the number
of observations, the more do these irregularities begin to
disappear, and the clearer do the constant properties begin
to show themselves.

Thus, de Moivre introduced the concept of error as a mea-
surable quantity, laying the groundwork for later advances in
statistical estimation and hypothesis testing. His recognition of
the interplay between randomness and structure was transfor-
mative, offering a means to reconcile the unpredictable nature
of individual outcomes with the predictability of long-term aver-
ages.

More broadly, the philosophical implications of de Moivre’s
work include acknowledging the limits of human knowledge and
emphasising that probabilistic reasoning is not about eliminating
uncertainty but managing it. He challenges us to consider the
boundaries between determinism and chance. In The Doctrine
of Chances, de Moivre noted, “Amid chaos, there is a kind of
regularity.” When studied closely, randomness reveals patterns
that can guide decision-making and deepen our understanding
of complex systems.

De Moivre’s ideas on the normal distribution directly inspired
Pierre-Simon Laplace, who formalised the Central Limit Theo-
rem, and Carl Friedrich Gauss, who applied it to measurement er-
ror and astronomical observations. His probabilistic framework
is foundational to modern statistical methods, from Bayesian
inference to predictive modelling. Even the actuarial sciences,
which underpin contemporary insurance and finance industries,
owe a significant debt to de Moivre’s pioneering insights.

Thomas BAYES (1701-1761) is another central figure in the
history of probability and statistical inference during the Enlight-
enment. As a nonconformist minister, he was also interested in
mathematics, shaped by the Enlightenment’s societal demands.
His theological and mathematical work reflects a mind attuned
to reconciling philosophical questions about belief, causality, and
evidence with formal reasoning.
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Bayes’ most significant contribution (now known as Bayes’
Theorem) provides a framework for updating probabilities based
on new evidence. The theorem is regarded as a cornerstone of
modern statistical thought, but it was not published during his
lifetime. An Essay Towards Solving a Problem in the Doctrine
of Chances (1763) was published two years after his death. In
his essay, Bayes developed a method for revising probabilities in
light of new data and laid the groundwork for Bayesian inference.
Bayes proposed a systematic way to incorporate prior beliefs and
evidence to assess uncertainty, addressing fundamental questions
about how knowledge evolves through observation and revision.

The impact of Bayes’ ideas extends far beyond his time and
informs how Bayesian statistics is practised today. His work in-
spired subsequent thinkers such as Pierre-Simon Laplace, who
generalised and formalised Bayes” work. In the 20th century,
Bayesian methods are applied across fields such as artificial intelli-
gence, machine learning, medical diagnostics, genomic analyses,
and climate modelling.

Up to now, we have focussed on the emergence of probabil-
ity as a theory. Those developments, and the fruits of the scien-
tific labour during the Scientific Revolution, have had important
philosophical implications at the time (as they do today). DavIiD
HuME (1711-1776), introduced in § 1.7.2, was one of the most in-
fluential philosophers at the time. Questions about the nature of
knowledge, belief, and inference were central to his interests. His
work on empiricism, scepticism, and causation shaped our think-
ing about the scientific method and the nature of knowledge.

Hume is situated within the broader intellectual context of
the Scientific Revolution and the Scottish Enlightenment.® Ear-
lier, Francis Bacon and René Descartes charted divergent paths

6. The Scottish Enlightenment warrants distinction from the broader Eu-
ropean Enlightenment. It was shaped by Scotland’s unique circumstances
following the 1707 Union with England. The period shared the broader Enlight-
enment’s dedication to reason and progress, but Scottish scholars developed a
distinctive empirical and practical orientation that focused on understanding
human nature and society. In this pragmatic stance, figures like David Hume
and Adam Smith contrasted with the more abstract rationalism of French
thinkers or the theological emphases of German philosophers. Scotland’s
forward-looking universities encouraged this intellectual culture, while the
country’s modest material conditions required attention to practical social
and economic questions. Lasting contributions from this era include Smith’s
economic theories, Ferguson’s sociology, and Hume’s epistemology. All were
characterised by attention to human experience and social context rather than
abstract theoretical conjecture.
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for scientific reasoning: Bacon emphasised inductive reasoning
and empirical observation as the foundation of knowledge, while
Descartes highlighted deductive reasoning and the certainty of
first principles. The empirical approaches of Galileo Galilei and
Isaac Newton further accentuated science’s new-found apprecia-
tion of observation, experimentation, and mathematical descrip-
tion. Building on the empiricism of John Locke and the scepti-
cism of Pierre Bayle, Hume aimed to reconcile the successes of
these scientific methods with deeper inquiries about causation
and the justification of inductive reasoning.

Hume’s critique of causation posed a difficult philosophical
challenge to the scientific method. He asserted that humans do
not directly perceive causal connections but only observe regular-
ities in the succession of events (constant conjunction), insisting
that causation is not a necessary connection in nature but a habit
of the mind, arising from our psychological tendency to asso-
ciate events that frequently occur together.” This assertion raised
troubling questions regarding the foundations of scientific in-
quiry. Hume stated, “All inferences from experience, therefore,
are effects of custom, not of reasoning.” This sceptical stance sug-
gests that induction is indispensable for scientific progress but
lacks ultimate justification. This confounding situation contin-
ues to affect modern debates about how far we can take scientific
inference and statistical reasoning.

David Hume’s empiricism continues to influence the philoso-
phy of probability and statistics by emphasising uncertainty and
the limitations of inference. His challenge to the foundations of
induction anticipated the probabilistic reasoning later formalised
by Laplace and Bayes, whose frameworks provided structured
methods to revise uncertainty in light of evidence. His scepti-
cism, while disrupting the Enlightenment’s confidence in reason,
enriched the philosophical worldview of science by highlighting
the fallibility of human understanding. Hume’s requirement to
ground knowledge in experience and an awareness of its bound-
aries established the intellectual foundation for modern episte-
mology and data-driven research. Hume illuminated the delicate
balance between evidence, doubt, and belief.

7. The quote “Time is nature’s way of keeping everything from happen-
ing all at once” is commonly attributed to physicist John Archibald Wheeler
(1911-2008). However, its precise origins are unclear, and it has been phrased in
varjous ways. It has also appeared in popular culture and humorous contexts,
sometimes without attribution.
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The philosopher IMMANUEL KANT (1724-1804) was dis-
cussed in § 1.7.2 for his contributions to epistemology that, along-
side David Hume, shaped our understanding of the limitations
and potential of scientific inquiry. Writing during the late En-
lightenment, Kant sought to reconcile the frictions between ra-
tionalism and empiricism that earlier philosophical and scien-
tific thought struggled to come to terms with. His epistemologi-
cal framework provides insights for statistical reasoning around
causal inference. He argued that our minds actively structure
experience rather than simply receiving it; thus, it mirrors how
statistical models impose frameworks on data to derive mean-
ing from randomness. This cognitive structuring role anticipates
statisticians’ challenges in determining how to model and inter-
pret empirical phenomena.

Kant’s concept of synthetic a priori knowledge — statements
that are both universally valid and grounded in human cognition
- provides a practical analogy for statistical practice. In hypothesis
testing and probability theory, empirical evidence (the data) often
interacts with theoretical assumptions (the synthetic a priori) to
produce meaningful inferences. Additionally, Kant’s treatment of
causality as a necessary precondition for human understanding
rather than an inherent property of nature aligns with modern
cognitive difficulties distinguishing correlation from causation
in observational data. Kant’s philosophical insights show that sta-
tistical models do not merely reveal objective truths but actively
shape how knowledge is constructed. In doing so, he highlights
the limitations of statistical methods in capturing causal relation-
ships and the broader epistemological concerns inherent in the
practice of science.

Returning to the early scientists who contributed to statisti-
cal thinking, PIERRE-SIMON LAPLACE (1749-1827) bridged
the philosophical, mathematical, and practical aspects of uncer-
tainty. His mathematical formulations guided the evolving fields
of probability and inference during his lifetime. Laplace filled in
gaps and developed synthetic frameworks, which are essential
tools for managing the unknown.

Inspired by Jakob Bernoulli’s Law of Large Numbers and
Abraham de Moivre’s insights into the behaviour of sums of ran-
dom variables, Laplace integrated these concepts into broader
epistemological explorations. His generalisation of probabilistic
reasoning culminated in the modern understanding of Bayesian
inference, which builds upon Thomas Bayes’ earlier work on con-
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ditional probability. Laplace interpreted probability as a measure
of rational belief and established a conceptual bridge between em-
pirical evidence and deductive reasoning. This reinterpretation
broadened the domain of probability, elevating it to a philosoph-
ical concept highlighting human knowledge’s constraints and
potentialities.

At the core of Laplace’s philosophical framework lies the fun-
damental conflict between determinism and uncertainty. His
Laplace’s Demon metaphor encapsulates his conviction that un-
certainty arises solely from human ignorance in a universe gov-
erned by immutable laws. Ironically, this deterministic perspec-
tive compelled Laplace to develop probabilistic methodologies
that quantify ignorance and facilitate inference in the absence
of complete knowledge. By integrating uncertainty into the rea-
soning process, he provided a framework that reconciled the
Enlightenment’s unwavering faith in reason with the empirical
challenges posed by a complex and often enigmatic world.

Laplace’s Analytique des Probabilités (1812) formalised these
concepts, providing philosophical and methodological justifica-
tions for probabilistic reasoning as an integral component of the
scientific method. His approach to updating beliefs in light of
new evidence - the Bayes-Laplace rule - now eftectively defines
Bayesian inference and shapes our understanding of the relation-
ship between prior knowledge and empirical data. More funda-
mentally, Laplace’s emphasis on quantifying uncertainty enriched
the epistemological foundation of science. Probability became a
philosophical lens through which we can perceive human under-
standing.

The philosophical implications of Laplace’s work extend
throughout history. His perspective on uncertainty as both
a constraint and a catalyst for discovery directly influenced
Adolphe Quetelet’s statistical investigations of human behaviour
(whose ideas eventually contributed to the development of
eugenics), Francis Galton’s exploration of heredity, and James
Clerk Maxwell’s and Ludwig Boltzmann’s advancements in
statistical mechanics. Laplace’s intellectual legacy also extends to
20th-century academics such as Harold Jeftreys and Leonard J.
Savage, who revived Bayesian approaches to inference, and to
contemporary statisticians like Andrew Gelman, who continue
to build upon these foundations.

Beyond his direct contributions to statistics, Laplace signif-
icantly influenced the broader philosophical underpinnings of
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science. His probabilistic frameworks provided a rational basis
for incorporating uncertainty into experimental design and hy-
pothesis testing, offering a structured approach to navigating the
boundaries of human comprehension. This perspective paved
the way for developments in decision theory and artificial intelli-
gence, where probabilistic reasoning remains a cornerstone.

The capstone to the Enlightenment erais CARL FRIEDRICH
GAUss (1777-1855), a highlight in the annals of statistical history
for his contributions that extended beyond simply mathematical
innovations. His work comprehensively steered the philosophical
ideas of uncertainty, error, and inference. Gauss’s epistemological
engagement with the nature of empirical observations and the
broader philosophical challenges of extracting truth from imper-
fect data are foundational for his significant contributions. He
formalised error as a quantifiable and systematic aspect of scien-
tific inquiry, establishing a framework that continues to be central
to both statistical practice and the philosophical framework of
science.

At the core of Gauss’s contributions lies his approach to er-
ror analysis. The normal distribution today bears his name: the
Gaussian distribution. This provided a conceptual and mathemat-
ical scaffold for thinking about the variability in observations. In
contrast to earlier scholars who viewed deviations as anomalies
or imperfections, Gauss redefined error as an inherent aspect of
empirical measurement, which necessitated a directed statistical
analysis. Philosophically, this marked a departure from determin-
istic scientific ideals and emphasised instead that uncertainty and
variability are not impediments to knowledge but fundamental
components of it. He demonstrated that patterns within error
could yield deeper insights into the phenomena under investiga-
tion, establishing a philosophical connection between random-
ness and underlying order.

Gauss’s method of least squares is the key to this idea. De-
veloped to address the challenge of reconciling conflicting astro-
nomical observations, the it provided a systematic approach to es-
timating unknown quantities by minimising the sum of squared
deviations from observed values. Philosophically, the method rep-
resented a desire to optimise inference in the face of incomplete
and noisy data. It reflected an implicit epistemology where knowl-
edge is probabilistic, and the truth is best approached through
iterative refinement rather than absolute certainty. This method-
ology now dominates the frequentist paradigm and is central to
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regression analysis.

Gauss also discussed some epistemological implications stem-
ming from his work. His assumption of normally distributed
errors was not simply a mathematical convenience but it also
reflected his conclusion that errors frequently originate from nu-
merous independent sources. This principle is deeply rooted in
the emerging field of statistical mechanics of his time. Gauss
could discern these patterns and provide a framework for distin-
guishing systematic biases from random noise, which continues
to guide modern data analysis, experimental design, and scien-
tific modelling practices.

Gauss’s philosophy hints at the recognition of uncertainty as
a fundamental aspect of scientific inquiry, a concept that gained
prominence during the 19th century. His approach not only met
the practical demands of empirical sciences such as astronomy
and geodesy but also made the epistemological argument that
the pursuit of knowledge must account for the imperfections of
human observation and the probabilistic nature of inference. As
such, Gauss’s work was far-reaching for it methodological applica-
tion, eventually influencing Francis Galton’s study of heredity and
Adolphe Quetelet in the statistical analysis of social phenomena.
His conceptualisation of the relationship between observation,
error, and truth continues in contemporary uncertainty quan-
tification, machine learning, and discussions about data-driven
science.

2.10 THE INDUSTRIAL REVOLUTION AND VICTORIAN
ERA

Historical Context: The Industrial Revolution and Victorian Era
(late 18th to late 19th century) sees the rise of social statistics, the
emergence of probability as a tool for addressing industrial and
demographic problems, and the professionalisation of statistics.
Figures like Adolphe Quetelet and Francis Galton use statistical
methods to address societal issues, from crime to inheritance.
Statistical thinking also begins to intersect with economics (e.g.,
William Petty’s political arithmetic) and biology (e.g., Darwin’s theory
of evolution).

Key Themes:

+ Application of statistics to societal problems, development of
correlation and regression, and the conceptualisation of
averages and variability in social contexts.
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Scientific, economic, and societal transformations accelerated
during the Industrial Revolution and Victorian Era. Technolog-
ical advancements, the emergence of industrial capitalism, and
a growing emphasis on systematic inquiry shaped this period.
Philosophical and practical inquiries regarding statistics, mea-
surement, and human observation acquired new dimensions to
comprehend increasingly interwoven social and industrial net-
works.

Sociologist and writer HARRIET MARTINEAU (1802-1876)
prominently drove a narrative to extend statistical philosophy’s
applications to society. She wished to promote statistics not only
as a tool for numerical analysis but also as a counterpoint to
Victorian England’s moral and social fabric. Her thinking under-
scores the importance of contextualising statistical data within
the broader socio-cultural and ethical frameworks from which
they emerge.

In her 1838 work How to Observe Morals and Manners, Mar-
tineau provides a rational, evidence-based methodology for so-
cial observation. This methodology aligns with the statistical ideal
of disciplined data collection but extends it to address the biases
and values influencing human behaviour. Martineau anticipates
later criticisms of statistical practices prioritising quantitative out-
puts over qualitative and normative aspects of social phenomena.

Martineau’s views ethically contrast with the population-level
philosophies of Adolphe Quetelet and Francis Galton (Section
X) during the same era, whose work laid the groundwork for eu-
genics. Quetelet sought to describe societal norms through his
concept of the average man, and Galton extended these ideas to
heredity and selective breeding, often reinforcing hierarchies and
exclusionary ideologies. On the other hand, Martineau took the
stance that statistical practice should be ethical and uphold spe-
cific social responsibilities. She insisted on contextualising data
within socio-cultural and moral frameworks and highlighted the
need to address inequalities rather than normalise or exacerbate
them. In this sense, Martineau’s work can be seen as an implicit
critique of the deterministic and hierarchical underpinnings in
Quetelet and Galton’s applications of statistics. It served as an
early call for a more humanistic and equitable statistical philos-
ophy, even though this view was not widely held by society at
the time. This ethical grounding resonates with modern debates
on data ethics, algorithmic bias, and the societal implications of
statistical practices.
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Worth noting as a contributor to early statistical thinking,
particularly for considering the interpretation of probability as a
relative frequency emerging from long runs of empirical observa-
tions (a case earlier made by Jacob Bernoulli) rather than purely
subjective belief, is JoHN VENN (1834-1923). He is also widely
recognised for devising the Venn diagram, a tool for understand-
ing set theory and logical relationships. Later statistical thinking
about probability as long-run frequencies continue with Richard
von Mises, George Chrystal, and Robert Leslie Ellis (see Section
X for Chrystal and Ellis).

At the dawn of the 20th century, PERCY BRIDGMAN
(1882-1961) initiated an epistemological paradigm shift through
his operationalist philosophy. This paradigm posits that scientific
concepts must be precisely defined by the operational procedures
employed to measure them. Although Bridgman’s contributions
are mainly in physics, his ideas impacted the philosophical
landscape of science and shaped the maturing role of statistics
within the scientific methodology of the Victorian era.

In The Logic of Modern Physics (1927), Bridgman posists his
take on operationalism, arguing that scientific terms cannot exist
independently of their empirical measurement processes. This
concept holds significant implications for statistical reasoning
and the interpretation of uncertainty. Bridgman advocated for
explicitly linking constructs such as probabilities, variances, and
errors to observable procedures to ensure their practical rele-
vance and empirical validity. By grounding these constructs in
operational definitions, he indirectly reinforces the necessity of
presenting measures of variability alongside central tendencies
as part of statistical summaries to account for the inherent uncer-
tainty inherent in empirical observations.

Further contributions to the philosophy of probability
and its intersection with statistical inference come from En-
glish economist and philosopher JoHN MAYNARD KEYNES
(1883-1946). His A Treatise on Probability (1921) redefined proba-
bility as a measure of rational belief rather than mere frequency.
This idea directly engaged with Victorian-era concerns about
the reliability of empirical observation and the philosophical
underpinnings of inductive reasoning.

Keynes” work addressed the limitations of deterministic
frameworks that had characterised much of the Victorian intel-
lectual milieu. While mechanistic interpretations of science were
prominent during the Industrial Revolution, Keynes introduced
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a probabilistic worldview that accounted for uncertainty and
subjectivity in decision-making processes. This further paved the
way for Bayesian probability and emphasised the philosophical
necessity of updating beliefs in light of new evidence.

Consequently, the Victorian era marks a transitional period,
transitioning from the mechanistic determinism of the Industrial
Revolution to a more nuanced understanding of the intricacies
inherent in observation, measurement, and inference. Martineau,
Bridgman, and Keynes championed that a transformation in the
role of statistics is indispensable to morph it into a more pur-
poseful conduit between empirical evidence and philosophical
contemplation. This legacy continues to influence discussions of
contemporary fragmented data science, economics, and social
sciences.

2.11 THE AGE OF FORMALISATION

Historical Context: During the Age of Formalisation (late 19th to
early 20th century), statistics transitions into a formal discipline with
the development of mathematical underpinnings and methods.
Contributions from Karl Pearson, Ronald A. Fisher, and others
formalise statistical inference, hypothesis testing, and experimental
design. This era sees the rise of frequentist statistics and the
introduction of key statistical tests and distributions, but there is
alos a rising interest to develop the theory around Bayesian
statistics.

Key Themes:

+ Frequentist probability, formalisation of hypothesis testing, the
rise of biometrics, and the development of statistical education.

During the late 19th and early 20th centuries, diverse actors sys-
tematically organised and clarified statistics’ disparate philosoph-
ical, mathematical, and applied dimensions into a formal disci-
pline. I call this period the Age of Formalisation as it witnessed a
growing emphasis on precision, systematic methodology, and the
integration of statistics into the broader epistemological frame-
works of science.

RICHARD VON MISES (1883-1953) and HANS REICHEN-
BACH (1891-1953) made the case for probability as observable
phenomena rather than subjective belief or theoretical logic. This
helped establish frequentism as a dominant framework for statis-
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tical inference throughout much of the 20th century.

Von Mises developed his probability theory in the early 1900s
through his concept of collectives - infinite sequences of observa-
tions satisfying specific mathematical properties. He developed
two axioms: the convergence of relative frequencies to a limit
and the persistence of this limit across randomly selected sub-
sequences. This formulation defined probability objectively by
tying it directly to empirical observation rather than abstract rea-
soning.

The first axiom specified that relative frequencies in a collec-
tive must approach a limiting value as the number of observations
increases indefinitely — for instance, the proportion of heads in
an infinite sequence of coin flips stabilising around o.5 for a fair
coin. The second axiom, often called the axiom of randomness,
required that this limiting frequency remain unchanged in any
randomly selected subsequence. This implies the impossibility
of devising a gambling system or identifying any exploitable pat-
terns in the arrangement of observations that would allow one to
predict outcomes better than what is implied by the underlying
probability.

In the logical empiricist tradition, Reichenbach extended von
Mises’s frequency interpretation by exploring how probabilities
help us navigate from observations to systematic reasoning about
future outcomes. He centered probability in inductive logic, argu-
ing that even if we can’t prove the uniformity of nature in a strictly
logical sense, we can still use relative frequencies as reliable rules
for prediction. Probability became not simply a descriptor of out-
comes or measurement errors but a cornerstone of the scientific
method, a tool for gleaning the conceptual groundwork of in-
ductive inference. Reichenbach proposed that when we project
frequencies into the unobserved future, we rely on an epistemic
leap underwritten by empirical success. This fused the scientific
quest for knowledge with the mathematics of chance.

Von Mises and Reichenbach paved the way for the ongoing
discussions about the nature of probability by integrating these
frequency-based concepts into broader philosophical discourse.
Debates unfolded around whether probability ultimately reflects
subjective belief, possesses an objective status in the world, or
constitutes a marriage of both. Throughout the latter half of the
20th century, their work established the prevailing narratives
about probability, emphasising hypothesis testing, repeated trials,
stabilising frequencies, the empirical verification of chance oc-
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currences, and statistical inference. These principles have deeply
shaped our understanding of uncertainty across disciplines from
physics to social sciences.

The ascendancy of frequentist statistics during this era
emerged through the work of later influential figures, first and
foremost being SIR RONALD A. FISHER (1890-1962), who
dominated statistical formalisation during the ealry 20th-century.
He developed inferential statistics into the system of practice we
still use today. Fisher’s epistemic basis differed from Bayesian
subjectivism and the purely descriptive tabulations of earlier
demographers by weaving probability theory, experimental
design, and estimation theory into a logically coherent approach
for making inductive inferences about unknown parameters.
Fisher’s contributions, outlined in works such as Statistical Meth-
ods for Research Workers (1925) and The Design of Experiments
(1935), continue to fuel philosophical debate. For example, his in-
sistence on the primacy of likelihood over posterior probability,
the formalisation of maximum likelihood estimation, and his
justification of p-values and significance tests as tools to measure
evidence against a hypothesis — all part of a deliberate conceptual
scheme that sought to render the process of learning from data
both scientifically accountable and epistemically defensible —
are still a point of contention in discussion around the limits of
inference.

Unlike many subsequent frequentist interpreters, Fisher did
not regard probability solely as a long-run frequency, even though
his methods are sometimes described in that manner. Instead,
he viewed inference as an attempt to extract structured informa-
tion from noisy data through a well-designed experiment, with
randomisation as a safeguard against hidden biases. For him,
probability distributions over data were the foundation for draw-
ing logically constrained conclusions about parameters. He was
uncomfortable with Bayesian priors due to the subjective nature
they introduced into inference. Fisher aspired to establish a space
between mere frequentist procedures and Bayesian judgment
calls, striving for an objective yet inductive logic of statistical
inference.

Fisher’s approach to experimental design, detailed in The De-
sign of Experiments, introduced principles like randomisation
and replication as cornerstones of valid inference. These meth-
ods required controlled experiments to systematically minimise
bias and isolate causal effects. This philosophical and practical ad-
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vancement in statistics made experimental design a critical tool
for uncovering empirical truths. We will revisit Fisher later to dis-
cuss his contributions that continue to form part of the statistical
toolbox.

The formalisation of frequentist statistics accelerated
with JERZY NEYMAN’s (1894-1981) and EGON PEARSON’s
(1895-1980) collaboration in the 1920s and 1930s. Although they
primarily developed technical tools for hypothesis testing, their
work furthered the philosophical underpinnings of scientific
inference and decision-making under uncertainty by subtly
challenging prevailing views on the nature of evidence, the
role of probability in scientific reasoning, and the objectives of
statistical inquiry.

One of the most notable philosophical contributions of the
Neyman-Pearson framework was its explicit operationalisation
of statistical decision-making. By advocating for pre-defined deci-
sion rules based on the evidence and the potential consequences
of different outcomes - see Section X for Type I and Type Il errors
— they expected a new level of formality and objectivity in draw-
ing conclusions from data. This contrasted sharply with the more
subjective and interpretive approach adopted by Fisher, who em-
phasised the role of scientific judgment in evaluating the evidence
against a single null hypothesis. The Neyman-Pearson approach
focussed on controlling error rates in the long run and suggested
that statistical inference is a form of inductive behaviour, a term
coined by Neyman himself. This implied that the goal of statistics
was not necessarily to uncover absolute truths but rather to guide
actions that minimised undesirable consequences over repeated
applications. This constituted a subtle but significant shift from
seeking truth to managing risk.

Their emphasis on decision-making under uncertainty af-
fected the interpretation of probability. While Fisher was com-
fortable with a more subjective view of probability as a measure of
belief, albeit a belief constrained by data, Neyman and Pearson’s
view aligned more with a frequentist interpretation. By focus-
ing on the long-run frequencies of errors, they implicitly treated
probabilities as objective properties of the world, reflecting the
relative frequencies of events in a hypothetical sequence of re-
peated experiments or observations. Their objectivist stance on
probability solidified the connection between statistical inference
and the empirical world and suggested that statistical methods
could provide a rational basis for action even in the absence of
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complete certainty.

Furthermore, the Neyman-Pearson framework implicitly
raised questions about the nature of scientific evidence and
its role in confirming or refuting hypotheses. By arguing for a
choice between competing hypotheses based on pre-defined
decision rules, Neyman and Pearson challenged the notion that
statistical evidence could speak directly to the truth or falsity
of a single hypothesis in isolation. Instead, they suggested that
evidence should be evaluated in the context of alternative pos-
sibilities and the potential consequences of different decisions.
This leaned towards a relativist view of scientific knowledge,
where the acceptance or rejection of a hypothesis was not an
absolute judgment but a pragmatic choice based on the available
evidence and the desired balance between different types of
errors, which would be introduced in a later chapter.

Bayesian ideas, though present in the theoretical foundations
laid by Thomas Bayes and Pierre-Simon Laplace during the En-
lightenment, remained relatively underdeveloped as practical sta-
tistical tools. The computational complexity of Bayesian methods
posed significant barriers to their implementation in an era before
modern computing. HAROLD JEFFREYS (1891-1989) advanced
Bayesian thinking during this period and argued that scientific in-
ference required the systematic incorporation of prior knowledge.
His Theory of Probability (1939) offered philosophical justifica-
tion and practical methods for Bayesian analysis, though these
would remain largely theoretical until computational advances
decades later. Jeffreys’ work played to the rising tension between
frequentist and Bayesian approaches, which continue to animate
statistical discourse today.

Following the Bayesian theme, the logical positivist RUDOLF
CARNAP (1891-1970) sought to ground inductive logic in a for-
mal measure of confirmation rather than relying on the frequen-
tist view of probability as long-run frequencies. While Carnap did
not see himself as Bayesian, his work shares certain affinities with
the Bayesian approach. For Carnap, probability was not an objec-
tive empirical quantity but a logical relation between statements,
functioning similarly to deductive entailment and allowing the de-
gree of confirmation of a hypothesis to be assessed via its logical fit
with existing evidence. This framework laid conceptual ground-
work akin to Bayesian inference, where new information modi-
fies prior probabilities. However, because scientific inquiry often
encompasses subjective judgments, background knowledge, and
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conditions that resist simple formalisation, Carnap’s approach
drew criticism for appearing detached from the practicalities of
empirical research and overly invested in constructing a univer-
sal confirmation function. While these challenges undermined its
direct application, Carnap’s interpretation remains a important
in philosophical debates, clarifying the chasm between frequen-
tist and Bayesian perspectives, illustrating how prior knowledge
and logical structure can crucially inform scientific reasoning,
and setting an agenda for rigorous analysis of probability’s role
in the logic of discovery.

FRANK RAMSEY (1903-1930), a philosopher, mathemati-
cian, and economist whose career was tragically cut short, made
important contributions to understanding subjective probabil-
ity and its role in decision-making, profoundly influencing the
development of Bayesian statistics. Ramsey proposed that proba-
bility should be interpreted as a measure of an individual’s degree
of belief in a proposition rather than as an objective property of
the world or a purely logical relation. He argued that these de-
grees of belief could be elicited and quantified through carefully
constructed bets or choices, demonstrating that rational agents
should act per the principles of probability theory to maximise
their expected utility. Importantly, Ramsey outlined a process
by which rational agents should update their beliefs in light of
new evidence, a concept that anticipated the core mechanism of
Bayesian inference. Although his work remained largely unappre-
ciated during his lifetime, it was later rediscovered and recognised
for its profound insights into the nature of uncertainty and its im-
plications for rational decision-making, forming a cornerstone
of modern Bayesian theory and practice.

Lastly, ERNEST NAGEL (1901-1985), a mid—2oth-century
philosopher of science, dedicated much of his work to exploring
the logical and conceptual foundations of scientific explanation
and, in so doing, sheds light on the role of statistical methods
within scientific inquiry. While he did not focus exclusively on
probability or statistics, his analyses of models and theories — such
as in The Structure of Science (1979) — show how scientific expla-
nation is not simply a matter of deducing particular events from
universal laws but also of employing intermediate conceptual
frameworks that bridge abstract theory and empirical evidence.
In Nagel’s view, statistical methods exemplify this bridging activ-
ity: they permit the construction of models that connect observ-
able data with underlying theoretical assumptions, thereby en-
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abling controlled generalisations and systematic reasoning about
uncertain or variable phenomena. Rather than treating statistics
as a tangential tool, Nagel highlighted its philosophical signifi-
cance by showing how probabilistic models help articulate the
logical relationship between observation and theory, offering a
measured strategy for distinguishing signal from noise. His work
demonstrated that the explanatory success of statistical meth-
ods depends not just on calculation but on their place within
a coherent structure of scientific argument, where they ensure
that predictions and explanations are testable against experience
without sacrificing conceptual rigour. In emphasising this logical
scaffolding, Nagel clarified how statistical reasoning can refine
and sometimes even recalibrate theoretical premises, framing a
more dynamic interplay between evidence and hypothesis that
resonates with science’s broader quest for explanatory power.

2.12 THE MODERN AGE

Historical Context: The Modern Age (mid-20th century) sees the
advent of computers revolutionises the field, enabling complex
statistical methods and large-scale data analysis. Bayesian statistics
undergo a revival, and simulation techniques like Monte Carlo
methods gains prominence. The integration of statistical models
into diverse scientific fields become commonplace. With the
explosion of data availability and computational power, statistics
evolves to accommodate massive datasets and predictive analytics.
Machine learning, heavily reliant on statistical foundations, emerges
as a dominant paradigm, blending inference with algorithmic
optimisation. Ethical concerns about data misuse begin shaping
statistical philosophy. The present focus is on the intersection of
statistics, artificial intelligence, and society. Discussions around
algorithmic transparency, fairness, and accountability elevate the
importance of statistical philosophy in shaping public policy and
social justice.

Key Themes:

« Computational tools, the resurgence of Bayesian methods,
exploratory data analysis, and the application of statistics to new
fields (e.g., genetics, econometrics).

+ High-dimensional data, machine learning, algorithmic fairness,
causal inference, and the role of ethics in statistical applications.

+ Algorithmic bias, data ethics, reproducibility, open science, and
the societal impact of statistical models.
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The mid-20th century to the present day has witnessed a dramatic
transformation in the philosophy of statistics. It is being driven by
three intertwined forces: unprecedented computational power,
availability and access to vast amounts of data, and a growing
societal concern of the ethical implications of statistical practices
applied to these data. This era is characterised by a shift from
purely theoretical debates about the foundations of inference to
a more pragmatic and reflective approach, one that grapples with
the real-world impact of data analysis in a rapidly changing, data-
driven society.

Computational methods revolutionised the field, particu-
larly through the rise of machine learning, simulation-based ap-
proaches, and algorithmic modelling. Innovations like Monte
Carlo simulations, resampling methods (such as the bootstrap),
and Bayesian computational techniques (e.g., Markov Chain
Monte Carlo) have fundamentally altered the practice of statistics.
Tools like R, Python, and MATLAB emerged, making statistical
analysis more accessible and reproducible. John Tukey’s empha-
sis on exploratory data analysis and the subsequent development
of computational tools, such as the S language (which later influ-
enced R), highlight the growing importance of visualisation and
dynamic interaction with data. These concepts will be explored
in detail in Chapter X.

SirR KARL POPPER’ (1902-1994), a British-Austrian aca-
demic, was one of the 20th century’s most famous philosophers of
science. He is known for empirical falsificationism, which he pub-
lished in The Logic of Scientific Discovery (originally published
in German in 1934, and in English in 1959). He wrote, “we can
never give positive reasons which justify the belief that a theory
is true’, which still supports our current appreciation of frequen-
tist hypothesis testing, where the goal is to reject (falsify) the null
hypothesis rather than confirm the alternative hypothesis. His
stance that scientific theories remain conjectures perpetually ex-
posed to refutation helped justify the asymmetric treatment of
null and alternative hypotheses in statistics: one looks to falsify
the null rather than directly prove the alternative. This princi-
ple, although not designed explicitly with inferential statistical
frameworks in mind, aligns with frequentist logic, where signif-
icance tests treat p-values as indications of how improbable the
observed data would be if the null hypothesis were correct. Pop-
per’s anti-inductive take that “our method of research is not to try
to prove our theories but, rather, to try to refute them” provided
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a framework for viewing null hypotheses as provisional claims
awaiting decisive counterexamples. Popper’s philosophy offers a
broad framework for scientific inquiry and not a direct blueprint
for statistical methods, but his ideas have nevertheless provided
a philosophical underpinning for the practice of null hypothesis
significance testing, which is still practiced religiously today.
BrRuUNO DE FINETTI (1906-1985), a proponent of subjective
probability and of the neo-Bayesian school of statistics, shouts
in the 1974 edition of his Theory of Probability “PROBABILITY
DOES NOT EXIST.” Elaborating on this strong claim, he writes:

... the abandonment of superstitious beliefs about the
existence of the Phlogiston, the Cosmic Ether, Absolute
Space and Time, ... or Fairies and Witches was an essential
step along the road to scientific thinking. Probability, too, if
regarded as something endowed with some kind of
objective existence, is no less a misleading misconception,
an illusory attempt to exteriorize or materialize our true
probabilistic beliefs.”

De Finetti’s statement was intended to press his belief that
probability exists only as an expression of an actor’s belief not
as an objective property of the world or a feature of a physical
system. Therefore, probability measures degrees of personal belief
rather than objective frequencies out there in the world. He says,

Truth no longer lies in an imaginary equation of the spirit
with what is outside it, and which, being outside it, could not
possibly touch it and be apprehended; truth is in the very
act of the thinking thought. The absolute is not outside our
knowledge, to be sought in a realm of darkness and mystery;
it is in our knowledge itself. Thought is not a mirror in
which a reality external to us is faithfully reflected; it is
simply a biological function, a means of orientation in life,
of preserving and enriching it, of enabling and facilitating
action, of taking account of reality and dominating it.

His notion of exchangeability provided a mathematical foun-
dation for Bayesian inference. Exchangeability posits that the
probability of a sequence of events is invariant under permuta-
tions of their order which reflects a state of knowledge where the
order of observations does not provide information about their
individual probabilities. This idea supplied a formal framework
for updating beliefs based on observed data, now a cornerstone
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of Bayesian methodology.

Therefore, de Finetti deeply opposes the frequentist insistence
that probabilities must reflect limiting ratios of objective events.
In doing so, he paved the way for modern Bayesian inference,
where prior beliefs (informed by background information, expe-
rience, or even subjective judgment) are systematically updated
in light of new data using Bayes’ theorem, thus embedding per-
sonal judgment directly into the formal structure of statistical
models.

Thomas KUuHN’s (1922-1996) The Structure of Scientific Rev-
olutions (1962) reframed how we view scientific progress by intro-
ducing the concept of paradigm shifts - complete transformations
in the underlying assumptions, methods, and values that govern
scientific practice within a particular field. These shifts are not
simply incremental advances but rather represent entire reori-
entations of the prevailing intellectual milieu, of world views,
and the very ways scientists define problems, collect data, and
interpret results. Kuhn described this as a change in the scientist’s
world, stating, “When paradigms change, the world itself changes
with them.” Kuhn’s insight that scientific methods are contingent
upon shared paradigms cuts to the heart of the field of statistics,
where the normal science of frequentist inference, once dominant,
has faced challenges and undergone periods of significant change,
most notably with the increasing adoption of Bayesian modeling.
Statistical methods, according to Kuhn, are not just disembod-
ied formulae or neutral tools for data analysis; they are deeply
embedded within broader conceptual frameworks that dictate
what constitute acceptable research questions, appropriate data-
collection protocols, and valid interpretations of evidence.

Kuhn argued that scientific progress is not a linear accumu-
lation of knowledge but is punctuated by revolutionary periods
where an existing paradigm is overthrown and replaced by a new
one. These revolutions are driven not solely by empirical anoma-
lies but also by shifts in the underlying metaphysical commit-
ments, methodological norms, and shared values of the scientific
community. In The Structure of Scientific Revolutions Kuhn says,

The transition from a paradigm in crisis to a new one from
which a new tradition of normal science can emerge is far
from a cumulative process, one achieved by an articulation
or extension of the old paradigm. Rather it is a
reconstruction of the field from new fundamentals, a
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reconstruction that changes some of the field’s 1 most
elementary theoretical generalizations as well as many of its
paradigm methods and applications.

This perspective illuminates the major transitions in the his-
tory of statistics. For instance, the initial development of signifi-
cance testing by Sir Ronald Fisher in the early 20th century estab-
lished a paradigm centered on p-values and null hypothesis test-
ing. This framework, while revolutionary at the time, was later
refined and challenged by Jerzy Neyman’s and Egon Pearson’s
more formalised approach to hypothesis testing with a focus on
decision-making and error control. This shift, while still within
the frequentist tradition, represented a major modification of the
Fisherian paradigm and highlights the role of alternative hypothe-
ses and the importance of considering Type II errors.

The subsequent rise of Bayesian methods, particularly with
the advent of powerful computational techniques in the late 20th
and early 21st centuries, can be interpreted as another signifi-
cant paradigm shift, or at least the emergence of a complelling
competing paradigm, especially in fields such as astrophysics, -
omic analyses, machine learning, and also emerging more widely
across disciplines. This transition was not driven purely by tech-
nical breakthroughs in computation, although these were crucial,
but also by a growing dissatisfaction with some of the limitations
of frequentist methods and a renewed appreciation for the ability
of Bayesian methods to incorporate prior knowledge and provide
a more nuanced framework for quantifying uncertainty. Kuhn’s
perspective shows that these shifts in statistical practice are not
simply about adopting new tools, but rather involve a complete re-
thinking of the nature of probability, the role of evidence, and the
goals of statistical inference. They reflect deeper changes in the
disciplinary matrix, as Kuhn termed it - the shared beliefs, values,
and exemplary practices that define a scientific community at a
given time. These transitions illustrate how statistical methods
rise and fall in prominence alongside shifting theoretical commit-
ments, driven by evolving conceptions of what constitutes valid
statistical reasoning and how best to extract knowledge from data.
In this sense, the history of science, and of statistics itself, pro-
vides a clear case study of Kuhn’s revolutionary model of scientific
change.

JupEA PEARL engaged with philosophical questions about
the nature of causality, leading to his development of the do-
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calculus and the structural causal model (SCM) framework. This
work represents a conceptual leap in statistical thinking, provid-
ing a formal framework for causal inference that goes beyond
the traditional focus on associational relationships as captured by
correlation and regression analyses. Pearl’s reasoned that these tra-
ditional methods, while valuable for identifying patterns in data,
are inherently limited in their ability to answer causal questions.
He provided the conceptual and mathematical tools to address
these questions explicitly. We might view this work as a contem-
porary response to long-standing debates about the nature of
causality, such as those raised by the empiricists, David Hume
and Immanuel Kant, during the Enlightenment.

David Hume challenged the notion of causality, arguing that
we only observe regularities in events and that our belief in cau-
sation is merely a psychological habit, asserting in A Treatise
of Human Nature (1739-1740) that “all inferences from experi-
ence suppose, as their foundation, that the future will resemble
the past.” In Critique of Pure Reason (1781/1787), Kant countered
Hume by positing causality not as an external reality but as a
fundamental category of thought, a synthetic a priori principle
necessary for our minds to make sense of experience, stating that
“all alterations take place in conformity with the law of the con-
nection of cause and effect.” These philosophical positions were
foundational for future debates about causal inference.

Pearl’s work does not directly engage with Hume and Kant,
but it did provide a potential solution that moves beyond the lim-
itations identified by Hume and offers a way to operationalise
some of Kant’s opinions. By introducing the do-operator and the
concept of interventions, Pearl provided a means of distinguish-
ing between mere observation and active manipulation, a dis-
tinction that is necessary for establishing causal relationships.
Unlike Hume, who was sceptical about the possibility of mov-
ing beyond observed regularities, Pearl offered tools to model
and reason about the effects of interventions and allow us to test
causal claims. As Pearl explained in Causality (2000):

... causal analysis is not a branch of statistics, probability
theory or any other mathematically defined theory. Rather,
causal analysis requires a new conceptual machinery that
goes beyond the traditional statistical framework.

Pearl used counterfactual reasoning to unpack causality with
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hypothetical scenarios like, “Had the treatment been withheld,
would the patient still have recovered?”” To address such ques-
tions, he devised acyclic graphs (DAGs) to visually represent
causal relationships, the do-operator to symbolise interventions,
and a set of rules (the do-calculus) for manipulating causal mod-
els. The do-operator distinguishes between observation and inter-
vention. As Pearl clarified, “intervening on a variable forces it to
take a specific value, regardless of other influences, whereas ob-
serving a variable allows it to be influenced by other variables in
the system.” The do-calculus, therefore, provides a framework for
determining under which conditions observational data can yield
reliable causal inferences. In Causality: Models, Reasoning, and
Inference (2009, 2nd ed., p. 58), Pearl wrote about the do-operator,
noting “the ‘do’ operator signifies that we are intervening on a
variable, not just passively observing it.” He fell short of providing
a definitive solution to the philosophical problem of causation,
but he nevertheless offered a set of tools for causal reasoning. He
moved beyond simple association and provided instead a frame-
work for investigating the mechanisms that generate observed
phenomena.

His structured approach to analysing interventions (do-
operations) reveals how standard statistical models that rely
solely on associations can lead to erroneous conclusions about
underlying causal pathways. He argued that traditional statistical
methods, with their emphasis on correlation coefficients and
p-values, are ill-equipped to answer causal questions. As Pearl
noted, “correlation does not imply causation, but it does not rule
it out either.” It is a challenge to classical statistical methods
to expand beyond descriptions of observed data and to engage
with the philosophical and mathematical foundations of causal
reasoning, particularly the logic of “what if?”” scenarios. Pearl
bridges mathematics, philosophy of science, and empirical re-
search and provided a conceptual machinery for discerning cause
from effect. Thus, he has reconfigured the approach to causal
inference and shifted the focus from simply identifying statisti-
cal associations to understanding the underlying mechanisms
that generate observed data. His work has had implications for
statistics, especially in fields like epidemiology, economics, and
artificial intelligence, where understanding causal relationships
is paramount. The impact of Pearl’s work can be clearly seen
in his reception of the Turing Award in 2011 “for fundamental
contributions to artificial intelligence through the development
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of a calculus for probabilistic and causal reasoning.”

In How the Laws of Physics Lie (1983) and The Dappled
World: A Study of the Boundaries of Science (1999), NANCY
CARTWRIGHT criticises the assumption that statistical models
mirror the complexities of reality. She suggests that models are
instruments for understanding causal structures, not transparent
windows onto an orderly universe. “Laws in physics do not
describe the reality in which we live,” she argued, “they describe
models that approximate or idealize that reality.” Applied to
statistics, this stance recognises that elegance in modelling can
collide with the noise-laden, context-rich environment of real
data. Cartwright’s broader philosophical position illuminates
how background knowledge, local conditions, and messy contin-
gencies demand a tailored approach to inference. Rather than
striving for a single universal framework - be it frequentist or
Bayesian — she urges us to see statistical methods as part of a
toolkit for revealing partial truths about complicated phenom-
ena, while acknowledging that no model can capture every
nuance of the empirical world.

Parallel to the computational revolution, a growing chorus of
voices has called for a ritical look at the ethical and societal impli-
cations of statistical methods. The increasing use of algorithms
in areas like criminal justice, healthcare, and social networks has
raised concerns about fairness, transparency, and accountabil-
ity CATHY O’NEIL, in her book Weapons of Math Destruc-
tion (2016), highlighted how apparently objective algorithms can
perpetuate and amplify existing societal biases with discrimina-
tory outcomes. In Automating Inequality (2018), VIRGINIA Eu-
BANKS exposed how automated systems can exacerbate social
inequalities, particularly for marginalised communities. RUH A
BENJAMIN, in works like Race After Technology (2019), has fur-
ther emphasised the need to consider the racial and social justice
implications of algorithms and data-driven decision-making.

These critical perspectives have prompted a growing move-
ment within the field to address issues of bias, fairness, and trans-
parency in statistical practice. Researchers are developing meth-
ods for auditing algorithms, detecting and mitigating bias, and
ensuring that statistical models are used responsibly and ethically.
This includes work on fairness metrics, explainable Al, and al-
gorithmic accountability. This ethical turn in the philosophy of
statistics reflects a broader recognition that data and algorithms
are not neutral tools but are embedded within social and political
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contexts, with the potential to shape and reshape power dynam-
ics. For example, DEBORAH MA YO0 has, in books such as Error
and the Growth of Experimental Knowledge (1996) and Statistical
Inference as Severe Testing (2018), called for a more considered
understanding of statistical testing that takes into account the
severity of tests and the potential for misleading results.

Thus, the modern philosophy of statistics is not only about
refining methods for inference and prediction but also about in-
terrogating the societal and ethical dimensions of these practices.
Sometimes discussions seem to be taking place within in a widen-
ing milieu of growing postmodernist tendencies which to many
seem alienating of the basic principles of scientific rationalism,
even questioning the extent of empirical validity. These increas-
ing fragmentary foci will require disciplined adherence to the
key tenets of scientific progress — namely emipirism, rational-
ism, pragmatism, tempered by a sceptical vigilance - so as to
ensure the field remains relevant in addressing both technical
challenges and the moral responsibilities of working with data in
an interconnected world, while still resulting in the technolog-
ical prograss that began with the Scientific Revolution and the
Enlightenment.



